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In a nutshell...
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steffi graf reluctantly paid 1.3 million marks
to charity as part of a settlement with germar
prosecutors who dropped their tax evasion

Investigation of the .[...] she
wanted to put the media circus about her tax
affairs behind her and concentrate on
tennis . graf , 27 , who recently l@st her G
ranking as women 's /
tennis player to 16-year-old martina hingis ) )
after 94 weeks on top , was quoted by the seven-times wimbledon champion could
magazine as saying [...] it was worth it to make a return to the court at the end of
avoid further litigation . [...] the seven- april in the german open . former family
, who has not tax adviser joachim eckardt received
< ; played since the semifinals of a {oUFAaMent a two and a half years for complicity .
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Obama released his

long-awaited debt e Data: synthetic documents

reduction plan
Monday, outlining a D
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savings blueprint.

The plan includes @ lead-3: first 3 sentences
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revenue generated

largely by higher
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e Data: original CNN / DM documents

e Long: = 2.000 words
Average: < 1,000 words

Find 1t here:

Source Factors

Exp 3: Natural multi-topic Docs

lead-2 enc-attn dec-attn sf

A = tvshowbiz, travel, health,

sclencetech, sports, news accuracy 0540 0.543 0553 0.553
diversity 0127 0177 0197 0.133

o w,; ~ U(1,5) sentences per paragraph o Data: Reuters news

o wy < 1000 words per document | |
o MTurk: assign topic to

document-summary pair
2 summaries per document

@ ng ~ U(1,4) aspects per document
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