Categorization in the Wild: Category and Feature Learning across Languages
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Scaling Models of Categorization I: Categories and Features Experiment 1: Category Quality
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Scaling Models of Categorization II: Languages
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Experiment 2: Feature Quality
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Scaling Models of Categorization III: Diversity

e Human evaluation through crowd-sourcing; native speakers of the respective languages

# Stimuli 418,755 258499 233.175 147,386 86,908 o Intrusion paradigm: spot the “intruder” word (feature), which was randomly inserted in the list
e Hundreds of concepts (from EN feature elicitation studies) Feature Coherence
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BCF: A Bayesian Model of Category and Features

Feature Relevance
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e Approximate inference via Gibbs Sampling
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